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2SLS for overidentified 1V models

» We consider the simple model with endogeneity with the
intercept known to be zero:

Y, = aD;+e;
E (62) = 0
Cov (DZ', 61‘) 7é 0.

» Suppose that we have £ IVs Z; = (Z;1, ..., Zi)" which satisfies
E(elZU) =0, forj = 1,2, ,Z

» The first-stage (the reduced-form equation) of 2SLS uses the
linear projection of D; on 1 and Z;:

D, = mo+mZy+-+mZyp+V;
E(V;) = 0
E(Z;Vi) = 0,j=1,2,..,1.
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» Then,

Y, =aD; +e;

=
Di=mo+mZay+- - +mZyp+V;

Yi =a(mo+ mZin + -+ mZig) + oV + e;.

Regression of Y; on mg + mZ;1 + -+ - + mpZ; consistently
estimates «.

» 2SLS replaces (mg, 71, ..., m¢) with the first-stage OLS
estimates.

» We know that the true parameter « satisfies the following
equations simultaneously:

E(Y; — aD;) =0
E((Y; — aD;) Zi1] = 0

E(e;Zy) =0 = E[Yi—aD;)Zy] =0.
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Generalized method of moments

» By the method of moments principle, an estimator & can be
constructed as the solution to the sample moment equations:

1 & 1 & 1 &
SR @ =0, gH @) =0, > gf (@) =0,
i=1 i=1 i=1
where
9 (a) = Yi—aD;

gl (@) = (Y;—aD;)Zy

gi(a) = (Yi—aD;) Zy.

4/29



There may not exist a solution to the sample moment
equations.
Alternatively we solve

_ 2
n 1§:Zz1gg(a)
— n
. n= i, 9; (a)
min ]
ac€R

Y gt (a)

where ||(z1, ...,xg)'H2 = Zle 7

Let W, bea (¢4 1) x (£ + 1) positive definite matrix, which
means that ¢'W,¢ > 0 for all (¢ 4 1)-dimensional vectors

t #0. W, is called a weighting matrix.

The generalized method of moment (GMM) estimator a (W,,)
is the solution to

ni > i 9%) (a) ”71 D1 g;i (a)
_ n — n
. n= Y i 9; (a) n=t Y i 9; (a)
min . Wi, )
ac : :
Y gf (a) ntY gt (a)
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» Suppose that W,, —, W for some nonrandom positive definite
matrix W.

» We can show that
V(@ (W,) —a) —q N (0,07 (W))

and 02 (W) > o (W*), where

97 (@) gi-l) (a)
W — | & g; (@) 9; :(04)
gi () gi (a)
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Efficient GMM

» The efficient GMM uses the weighting matrix w* —p W,

where
2@\ (L@\\
- [1s] 4@ 5t @)
“\e@ )\ ¢@

and « is a preliminary consistent estimator, which can be the
2SLS.

» The efficient GMM estimator & (W*) has the lowest
asymptotic variance.

» The 2SLS is an GMM estimator which uses

1 1
1 — Zi1 Zi1
Wgsls —_ | = Z _ .
ni3 :
Zip Zig
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Moment Equation Models

» All of the models that have been introduced so far can be
written as moment equation models, where the population
parameters solve a system of moment equations.

» Let g, (B) be a known ¢ x 1 function of the i-th observation
and the parameter 8. A moment equation model is

E(g; (8)) = 0.

We know that the true parameter (3 satisfies the system of
equations.
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For example, in the instrumental variables model

9;(B) = Z;(Yi - X;8).

We say the parameter is identified if there is a unique mapping
from the data distribution to 3. In other words, there is
unique 3 solves the equations. A necessary condition for
identification is ¢ > k.

£ = k: just identified;
¢ > k: over-identified.
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Method of Moments Estimator

» We consider the just identified case: ¢ = k
» The sample analogue of E (g, (3)):

5,(8)= > 9.(8).
=1

~

» The method of moments estimator (MME) 3,,,, for 3 is the

solution to
1 & ~
E Zgz (ﬁmm) =0.
=1
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Overidentified Moment Equations

» In the instrumental variables model g, (8) = Z; (Y; — X.03).
» Define

(Z'Y — Z'XDb).

SRS

g (b) = -39, (b) =~ 3" 7, (¥ - X1b) =
=1

i=1

» We defined the MME ,B for 3 to be the solution to
g, (,@) = 0. However, if the model is over-identified, there
are more equations than parameters. The MME is not defined.

» We cannot find an estimator B which sets g, <[A3) = 0 but we

can try to find an estimator B which makes g,, (,?3) as close to

zero as possible.
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» Let W be an ¢ x ¢ positive definite weight matrix. The GMM
criterion function is

J (b) =n-g, (b) Wg, (b).

> When W =I,, J(b) =n-g, (b)'g, (b) =n-||g, (b)]*.

Definition
Ihe Generalized Method of Moments estimator is
Bgmm = argming,J, (b) .
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» When the moment equations are linear in the parameters then
we have explicit solutions for the estimates.

» We focus on the over-identified IV model:
9:(8)=2;(Yi - X8),

where Z; is ¢ x 1 and X is k x 1.
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GMM Estimator

» The GMM criterion function:
J(b)=n(Z'Y - Z'Xb)W (Z'Y - Z'Xb).

» First-order conditions:

0
0 = FI®|
~ 204, () Wg,
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Theorem
For the overidentified IV model

Bgmm = ()(,Z‘/szl)()_1 (X/ZWZ/Y)

Theorem R R
W =(Z'Z)"" then Bypm = Bags
Futhermore, if k =1 then ,Bgmm = B

iv-
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Distribution of GMM Esttimator

» Denote

Q =E(z:X))
Q=E(Z:Zi}) =E(g:9})
where g; = Ze;.

» Then,

<1X’Z) w <:LZ’X) 5 QwaqQ

n

<;X'z> w (%Z%) Sa QW -N(0,9).
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Distribution of GMM Esttimator

Theorem
Asymptotic Distribution of GMM Estimator.

Vi (B=8) =aN(0,Vp)

where

Ve=(QWQ) " (QWaWQ) (QWQ)™

» The theorem carries over to the case where the weight matrix
W is random (depends on the data) so long as it converges in
probability to some positive definite limit W. E.g.,

W= (n'2'z)"
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Efficient GMM

» The asymptotic distribution of the GMM estimator Bgmm
depends on the weight matrix W through the asymptotic
variance V g.

» The asymptotically optimal weight matrix W is one which
minimizes V g. This turns out to be Wy = Q.

» The efficient GMM:

By = (X'297'2'X) " (X'297'2'Y).
» Feasible efficient GMM:
agmm = (XlZﬁ_lZ/X> - (X,Z§_1Z/Y> ,

where © is a consistent estimator of €.
» We find:

Vg = (Q/Q_lQ)_l (Q/Q_lﬂﬂ_lQ) (Q/Q_IQ)_l
= (@@
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Theorem
Asymptotic Distribution of GMM with Efficient Weight Matrix

Vi (Bynan = B) —a N(0,Vg)

where

Vs=(Qa'Q) "

Theorem N
If Bgmm is the efficient GMM estimator and B,,,,,, is another
GMM estimator, then

avar (Bgmm) < avar (égmm) )

where avar (Bgmm> denotes the asymptotic variances:

LD <Bgmm — ,6) —q N <0, avar (Bgmm)>.
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Efficient GMM versus 2SLS

>

>

We have introduced the GMM estimator which includes 2S5LS
as a special case. Is there a context where 2SLS is efficient?

The 25LS estlmator is GMM given the weight matrix
W =(Z2'2)" or equwalently W = (n'Z'Z)" "

Since W —p E(Z;Z})~", the asymptotic distribution of 2SLS
is the same as that of using the weight matrix

W =E(Z;Z;)"

The efficient weight matrix takes the form E (Zide?)_l
Suppose that the error ¢; is conditionally homoskedastic:
E (€2 | Z;) = o*. The efficient weight matrix is

W =E(Z:Z)) o2

Theorem R
Under E (€7 | Z;) = o2 then By is efficient GMM.
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Estimation of the Efficient Weight Matrix

» To construct the efficient GMM estimator we need a
consistent estimator of Wy = Q1.
» The two-step GMM estimator uses a consistent estimate of 3
to construct the weight matrix estimator W.
» In the linear IV model, the natural one-step estimator for 3 is
the 2SLS estimator Bog;.
> Set & =Y — X' By §; = 9; <,B) — Z;%: and
- -1 n ~
9, =119
» Two moment estimators of €2 are
1
Q=- gig;
n “
i=1

3

(gz - gn) (gz - gn), :
1

S
5

Either estimator is consistent.
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~ o~
» Weset W =Q . Then construct the two-step GMM
estimator using the weight matrix W.

Th/e\oremA_1 .
IfFW=Q oW=Q

Vi By = B) —a N(0,Vg)

where

Vp=(QQ'Q)
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Covariance Matrix Estimation

» For the one-step GMM estimator the covariance matrix
estimator is

o~~~

- (@WQ)  (@wawg) (@wa)
where

~ 1 &
Q:EZZZ-X;.
=1

» For the two-step efficient GMM estimator, the covariance
matrix estimator is

Vg = (Q Q’T))_ - <<:LX’Z) o <iz’x>)_1.
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Wald Test

» Given 7 : RF — © C RY, the parameter of interest is
0=r(P).

» A natural estimator is Ogmm = 7 (ﬂgmm).

» Ogm is asymptotically normal with covariance matrix

Vo=RVsR
9 /
R=_r(b .
a7 (0) -
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» We are interested in testing

Hyo :0 = 6
Hl :0 7é 90.

» The Wald statistic:

W:n<5—90>,‘7;1 (8- 60).

Theorem

If v (B) is continuously differentiable at 3, and Hy holds, then as
n — 0o,

W —y4 Xg.
For c satisfying « =1 — G, (c),

Pr(W>c|Hy) — «

so the test “Reject Hy if W > ¢” has asymptotic size c.
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Continuously-Updated GMM

>

An alternative to the two-step GMM estimator can be
constructed by letting the weight matrix be an explicit
function of b:

-1

J(b)=n-g, (b) (i > g(Wi,b)g (W, b)’> g, (b).
=1

The 3 which minimizes this function is the CU-GMM
estimator.

Minimization requires numerical methods.
We have:

vn (Bcu_gmm - ﬁ) —a N(0,Vpg)

where .
Ve=(Qa'Q) .
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GMM: The General Case

» The general moment equation model:
E(g:(8)) =0.
» The GMM estimator minimizes
J (b) =n-g,(b) Wg, (b).
where

_ 1 ¢

g, (b) = Ezgi (b).
i=1

» The efficient GMM estimator can be constructed by setting
1 & -
W = (n @'ﬁ;_gngln) )
i=1
with g, =g (Wz,,é) constructed using a preliminary

consistent estimator obtained by first setting W = I,.
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Theorem
Distribution of Nonlinear GMM Estimator

NG (Bgmm ~ 6) —4N(0,Vg).

where

Ve=(QWQ) " (QWaWQ) (QWQ)™

with

Q=EK (92‘9;)

Q=E (aig @

)

If the efficient weight matrix is used then

V= (Q'Q) .
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» The asymptotic covariance matrices can be estimated by
sample counterparts of the population matrices.

» For the case of a general weight matrix,

Vo= (@Wa) (@wawe) (@Wa)
003 (0(8)-9) (4 (3) -9)
g=n" i 9gi (B)
i=1
Q=3 559 (9).
» For efficient weight matrix,

- (@079)
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