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Restricted LS

Consider the restricted LS problem

min
b

(Y −Xb)′ (Y −Xb) s.t. Rb = r.

A Lagrangian function for this problem is

L(b,λ) = (Y −Xb)′ (Y −Xb) + 2λ′ (Rb− r) ,

where λ is a q-vector. Let β̃, λ̃ be the solution, where β̃ is the restricted LS estimator. It has to satisfy
the first-order conditions

∂L
(
β̃, λ̃

)
∂b

= 2X ′Xβ̃ − 2X ′Y + 2R′λ̃ = 0, (1)

∂L
(
β̃, λ̃

)
∂λ

= Rβ̃ − r = 0. (2)

From (1),

β̃ =
(
X ′X

)−1 (
X ′Y −R′λ̃

)
= β̂ −

(
X ′X

)−1
R′λ̃.

Combining the last equation with (2),

r = Rβ̃

= Rβ̂ −R
(
X ′X

)−1
R′λ̃,

and
λ̃ =

(
R
(
X ′X

)−1
R′
)−1 (

Rβ̂ − r
)
.

Therefore, the restricted LS estimator is given by

β̃ = β̂ −
(
X ′X

)−1
R′
(
R
(
X ′X

)−1
R′
)−1 (

Rβ̂ − r
)
.

Define the restricted residuals

ẽ = Y −Xβ̃

=
(
Y −Xβ̂

)
+X

(
X ′X

)−1
R′
(
R
(
X ′X

)−1
R′
)−1 (

Rβ̂ − r
)

= ê+X
(
X ′X

)−1
R′
(
R
(
X ′X

)−1
R′
)−1 (

Rβ̂ − r
)
,
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where ê = Y −Xβ̂ is the vector of unrestricted residuals. Consider the restricted Residual Sum of
Squares:

RSSr = ẽ′ẽ

= ê′ê+
(
Rβ̂ − r

)′ (
R
(
X ′X

)−1
R′
)−1 (

Rβ̂ − r
)

+2ê′X
(
X ′X

)−1
R′
(
R
(
X ′X

)−1
R′
)−1 (

Rβ̂ − r
)

= RSSur +
(
Rβ̂ − r

)′ (
R
(
X ′X

)−1
R′
)−1 (

Rβ̂ − r
)
,

where RSSur = ê
′ê denotes the unrestricted Residual Sum of Squares. The F -statistic is

F =
(RSSr −RSSur) /q

RSSur/(n− k)
. (3)

Since s2 = ê′ê/(n− k) = RSSur/ (n− k), the F -statistic can also be written as

F =
(
Rβ̂ − r

)′ (
s2R

(
X ′X

)−1
R′
)−1 (

Rβ̂ − r
)
/q.
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