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Multiple regression and OLS

» Consider the multiple regression model with k regressors:
Yi = Bo+ B1Xri+ BaXa,i + ...+ BrXk,i + Ui
» Let Bo, B1,. .., Bx be the OLS estimators: if

0 = Y — Bo — Pr1Xri — PoXoi — . — PiXecin

then

Q)

:Zm”_”:i&ﬂza
i=1
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» As in Lecture 10, we can write [31 as

. n XY
B1 = Z’_nli{;' where
=1 Xl,i
> Xi; are the fitted OLS residuals:
X1,i=X1,i — 90— F2X2,i — - — FuXk,i-
» Jo.%2, ... Tk are the OLS coefficients:
Yl Xy, =2 X1,iXo i = ... = X1 X1,iXk,i = 0.
» Similarly, we can write 182 as
) Z?—l )~<2 iri
P2 = =——25—, where
-1 )Qii
> X2, are the fitted OLS residuals:
X2, = Xa,i —50—51X1,—53X3: . —5ka/
> 50 b1, (53, ..., by are the OLS coefﬁaents Y Xg, =
Z ]_X2IX].I:Z ]_X2IX3I:' —E,_1X21Xkl—0-
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The OLS estimators are linear

» Consider B :

By = Y XY i X1.i

n
noRe. T Lyn X2 Yi= Z wi,; Yi,
i=1 1 i1 2l=171, i=1

where .
Xy
Y1 X12,/
» Recall that Xj are the residuals from a regression of X

against X, ..., Xk and a constant, and therefore w; ; depends
only on X's.

Wii
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Unbiasedness

» Suppose that
1. Yi=Bo+P1Xei+PaXoi+ ...+ BuXki+ U
2. Conditional on X's, E [U;] = 0 for all i’s.

» Conditioning on X's means that we condition on
Xi1-oo Xtym X010 Xonn oo Xi1h oo Xieon

» Under the above assumptions:

E[fo] = Po.
E[fi] = Bu
E[f] = B
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Proof of unbiasedness

By = Tl XuiYi  LlaXui(Bo+ Xy + BaXoit -+ BrXi + Uj)
Y X12,,' Y X12:
Z X le‘le' Z’]: Xl,'XZ,'
= Po n 2+‘3 Ir11)~<l2l+ﬁ2lr11)~<’21
Li- Lit1 XT, P XT
Y X iXe i no_X U
+ -+ Bi I_r11 1,~12 k,i El—nl 1~:2 i
L1 XT; Y XE;
Using the partitioned regression results from Lecture 10:

n _ n B n N n 5 n )
ZXl'i = ZXL"XZi == le,iXk,i =0, ZXL,‘XL,' = ZXl,i'
=1 i=1 i=1 i=1 i=1
Therefore, i

A Y1 X1,iUi

B1=p1+ =5
?:1 X12,,'

6/17



» \We have that

» Conditional on X's,
E[Ui] =0.
» Therefore, conditional on X's,
Y XU
1 X2
Y XU
1 XT;
n X1 iE (U
oy DR RUE(U)
Yi1 Xi;

= pB1.

E[fi] = E|pi+

= Pp1+E
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Conditional variance of the OLS estimators

» Suppose that:

L. Y; = Bo+ P1Xe,i+ PaXoi+ ...+ BuXki+ Ui
2. Conditional on X's, E [U;] = 0 for all is.

3. Conditional on X's, E [Ulz] = 02 for all i's.

4. Conditional on X's, E[U;U;] =0 for all i # j.

» The conditional variance of /31 given X's, is

o2

Var [B]_] = T)?f

» Gauss-Markov Theorem: Under Assumptions 1-4, the OLS
estimators are BLUE.
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> Wehave,Bl—[Bl—l—Z

» Conditional on X's,

Var [B1] = E

(z

= 1X)1<’2 : andE[,Bl] = B1.

2
=1 X]_ ,U
i—1 X12,i
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Conditional covariance of the OLS estimators
» Consider B; and B:

5 Y XU

Br = P1+ =75,
Y X2
Y XU

Bz - 182 + n
Yty X22,,-
where

» X; are the fitted residuals from the regression of X; against a

constant and Xp, X3 ..., X.
» X5 are the fitted residuals from the regression of X, against a

constant and X1, X3, ..., Xk.
» We will show that given Assumptions 1-4, conditional on X's:
A A Y X1,iXa,i
Cov [B1, Bo] = o =L =2
-1 X12,i -1 X22,i
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Conditional on X's,

N N

Cov [B1,B2] =E|

E [B2])]

)l

1

Z?:l 1,i Z?:l

1

= o2 2
Yl Xi X X5

X2/ /)

() (1)

Xy, %, U? + Z Y XiiX2;U;U

, JYilYj
i=1ji

X22, ,Z Xl IX2 IU
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Normality of the OLS estimators

» In addition to Assumptions 1-4, assume that conditional on
X's, U;'s are jointly normally distributed.

> Bo,ﬁl, .. .,Bk are linear estimators:

Bi=Y wiYi=pB+Y wU,
=1 =1

where

X
Wi, = 5
i 1X
and X;; are the residuals from the regression of X;; against
the rest of the regressors.

» It follows that Bo, B1, ..., B are jointly normally distributed
(conditional on X's).
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Inclusion of irrelevant regressors
» Suppose that the true model is Y; = Bo + B1.X1,i + Ui.
» We could estimate 1 by
_ L (XK= X)) Y
Yy (X — X1)®

Suppose that instead we regress Y against a constant, Xj and

B

additional k — 1 regressors Xo, ..., X, i.e. we estimate 1 by
< Y XY
br=57 5
i=1 1
» We have
~ ?:X,' + B1 X1+ U; ?:X,'U,'
ﬁ1:211,(ﬁ0 P X1, ):/31+211,

n 2 n v2
i=1 Xl,i i=1 Xl,i

» Since conditional on X's E [U;] = 0, 1 is unbiased !
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» When Y; = Bo+ B1.X1,i + U,

H i1 (X i )_( YI 5 N I
,Bl — 21;1 ( 1, }) . and ,Bl ZI nl :
Yy (X1 — X1) Py X2

» Conditional on X'’s,

are both unbiased.

2 2] o2
— and VaI' ﬁl = ni.,
Y (X1 — Xl)2 1 X2

g

Var [B1] =

» Since the true model has only Xi, by Gauss-Markov Theorem
B1 is BLUE and

Var [Bl] S Var [‘31] .

» Without Gauss—l\/l23rkov Theorem, one can show directly that
Yy (Xii— X1)™ > Ly XT).
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n o \2 n v 2
Proof of 31 (X1, — X1)” > 11 X7
» Xy, are the fitted residuals from regressing X1 ; against a
constant, Xz, ..., Xk

X1,i = Fo+ 2 Xoi + oo+ Y Xui + X,

» Consider the sums-of-squares for this regression:

n
SST1 = Y (Xui—%)7,
i-1
A . o \2
SSEr = Y (Fo+F2Xai+ ..o+ WuXki — X1)°,
i-1

SSRl - i Xf,
i=1

» Thus,
Z(Xl,—Xl ZXl,—SSTl SSRy = SSE; > 0.

i=1 i=1
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Var [,31] and the number of regressors k
> In Y= o+ p1X1i+ PoXoi+ ...+ BiXii+ Uj, the
variance of the OLS estimator B1 is

o2 o2

=1 x12,i SRy

where SSR; is the residual sum-of-squares from the regression
of Xj against a constant and the rest of the regressors.

» Since SSR; can only decrease when we add more regressors,
Var [Bl] increases with k, if the added regressors are
irrelevant but correlated with the included regressors.

» If the added regressors are uncorrelated with X, inclusion of
such regressors will not affect SSR; (in large samples) or the
variance of f;.

» If the added regressors are uncorrelated with Xj and affect Y,
their inclusion will reduce o without affecting SSR; and will
reduce the variance of ;.

Var [B1] =
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Estimation of variances and covariances

> In Y= Bo+ BiXri+BaXoi+ ...+ BiXui+ U,

2 n oo ¥
o PO Y1 X1,iXo,i
———— and Cov [51 ﬁg] = o2 =2 o s
2 ' 2 >
im1 Xt im1 Xi it X5

Var [B1] =

» Variances and covariances can be estimated by replacing ¢
with
2 1 T2
sc=—) U
n—k—1 /:ZI !

» Estimated variance and covariance:

Var [B i Cov [B1 B g X1,iXa,i
Var [51] = > __ and Cov [ﬁ1,52] = 522,72:;(12 gn 2,)?2 _
= i=1 AL =170,
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