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Multiple linear IV model

I In empirical research, we often have to estimate models that
include multiple endogenous and exogenous regressors.

I Example:

log
(
Wage𝑖

)
= 𝛾0 + 𝛾1Age𝑖 + 𝛾2Sex𝑖+𝛽1Educ𝑖 + 𝛽2Children𝑖+𝑈𝑖 .

I Exogenous regressors: age, sex, and a constant.
I Endogenous regressors: education and children (family size).
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I Consider the following model:

𝑦𝑖 = 𝛾0 + 𝛾1𝑋1,𝑖 + . . . + 𝛾𝑘𝑋𝑘,𝑖+𝛽1𝑌1,𝑖 + . . . + 𝛽𝑚𝑌𝑚,𝑖+𝑈𝑖 ,

where
I 𝑦𝑖 is the dependent variable.
I 𝛾0 is the coefficient on the constant regressor: E [𝑈𝑖] = 0.
I 𝑋1,𝑖 , . . . , 𝑋𝑘,𝑖 are the 𝑘 exogenous regressors:

Cov
[
𝑋1,𝑖 ,𝑈𝑖

]
= . . . = Cov

[
𝑋𝑘,𝑖 ,𝑈𝑖

]
= 0.

I 𝑌1,𝑖 , . . . ,𝑌𝑚,𝑖 are the 𝑚 endogenous regressors:

Cov
[
𝑌1,𝑖 ,𝑈𝑖

]
≠ 0, . . . , Cov

[
𝑌𝑚,𝑖 ,𝑈𝑖

]
≠ 0.
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Identification problem
I There are 𝑘 + 1 +𝑚 unknown coefficients

𝑦𝑖 = 𝛾0+𝛾1𝑋1,𝑖 + . . . + 𝛾𝑘𝑋𝑘,𝑖 + 𝛽1𝑌1,𝑖 + . . . + 𝛽𝑚𝑌𝑚,𝑖 +𝑈𝑖 .

I The exogeneity conditions E [𝑈𝑖] = 0 and
Cov

[
𝑋1,𝑖 ,𝑈𝑖

]
= . . . = Cov

[
𝑋𝑘,𝑖 ,𝑈𝑖

]
= 0 give us only

𝑘 + 1equations:
0 = E

[
𝑦𝑖 − 𝛾0 − 𝛾1𝑋1,𝑖 − . . . − 𝛾𝑘𝑋𝑘,𝑖 − 𝛽1𝑌1,𝑖 − . . . − 𝛽𝑚𝑌𝑚,𝑖

]
,

0 = E
[
𝑋1,𝑖

(
𝑦𝑖 − 𝛾0 − 𝛾1𝑋1,𝑖 − . . . − 𝛾𝑘𝑋𝑘,𝑖 − 𝛽1𝑌1,𝑖 − . . . − 𝛽𝑚𝑌𝑚,𝑖

) ]
,

...
...

...
0 = E

[
𝑋𝑘,𝑖

(
𝑦𝑖 − 𝛾0 − 𝛾1𝑋1,𝑖 − . . . − 𝛾𝑘𝑋𝑘,𝑖 − 𝛽1𝑌1,𝑖 − . . . − 𝛽𝑚𝑌𝑚,𝑖

) ]
.

I There are more unknowns than equations. Thus, the knowledge
of the true covariances between 𝑋’s, 𝑌 ’s and 𝑦 is not sufficient to
recover the unknown coefficients 𝛾0, 𝛾1, . . . , 𝛾𝑘 , 𝛽1, . . . , 𝛽𝑚.

I Without additional information, the coefficients are not identified
even at the population level.

I We need at least 𝑚 additional equations!
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IVs

I Suppose that the econometrician observes 𝑙 additional exogenous
variables (IVs) 𝑍1,𝑖 , . . . , 𝑍𝑙,𝑖

I We assume that the IVs 𝑍1,𝑖 , . . . , 𝑍𝑙,𝑖 are excluded from the
structural equation:

𝑦𝑖 = 𝛾0 + 𝛾1𝑋1,𝑖 + . . . + 𝛾𝑘𝑋𝑘,𝑖 + 𝛽1𝑌1,𝑖 + . . . + 𝛽𝑚𝑌𝑚,𝑖 +𝑈𝑖 ,

so we still have 𝑘 + 1 +𝑚 structural coefficients to estimate.
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I Since the IVs are exogenous, we have now 𝑘 + 1 + 𝑙 equations
determining the structural coefficients:

0 = E
[
𝑦𝑖 − 𝛾0 − 𝛾1𝑋1,𝑖 − . . . − 𝛾𝑘𝑋𝑘,𝑖 − 𝛽1𝑌1,𝑖 − . . . − 𝛽𝑚𝑌𝑚,𝑖

]
,

0 = E
[
𝑋1,𝑖

(
𝑦𝑖 − 𝛾0 − 𝛾1𝑋1,𝑖 − . . . − 𝛾𝑘𝑋𝑘,𝑖 − 𝛽1𝑌1,𝑖 − . . . − 𝛽𝑚𝑌𝑚,𝑖

) ]
,

...
...

...
0 = E

[
𝑋𝑘,𝑖

(
𝑦𝑖 − 𝛾0 − 𝛾1𝑋1,𝑖 − . . . − 𝛾𝑘𝑋𝑘,𝑖 − 𝛽1𝑌1,𝑖 − . . . − 𝛽𝑚𝑌𝑚,𝑖

) ]
,

0 = E
[
𝑍1,𝑖

(
𝑦𝑖 − 𝛾0 − 𝛾1𝑋1,𝑖 − . . . − 𝛾𝑘𝑋𝑘,𝑖 − 𝛽1𝑌1,𝑖 − . . . − 𝛽𝑚𝑌𝑚,𝑖

) ]
,

...
...

...
0 = E

[
𝑍𝑙,𝑖

(
𝑦𝑖 − 𝛾0 − 𝛾1𝑋1,𝑖 − . . . − 𝛾𝑘𝑋𝑘,𝑖 − 𝛽1𝑌1,𝑖 − . . . − 𝛽𝑚𝑌𝑚,𝑖

) ]
.

I The necessary condition for identification is that the number of
equations is at least as large as the number of unknowns or 𝑙 ≥ 𝑚.
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I In addition to being exogenous, the IVs have to be related to the
endogenous regressors (or they have to determine the
endogenous regressors).

I The system can be described using the following structural
equation:

𝑦𝑖 = 𝛾0 + 𝛾1𝑋1,𝑖 + . . . + 𝛾𝑘𝑋𝑘,𝑖 + 𝛽1𝑌1,𝑖 + . . . + 𝛽𝑚𝑌𝑚,𝑖 +𝑈𝑖 ,

and 𝑚 first-stage (reduced-form) equations:

𝑌1,𝑖 = 𝜋0,1 + 𝜋1,1𝑍1,𝑖 + . . . + 𝜋𝑙,1𝑍𝑙,𝑖 + 𝜋𝑙+1,1𝑋1,𝑖 + . . .

+𝜋𝑙+𝑘,1𝑋𝑘,𝑖 +𝑉1,𝑖 ,
...

...
...

𝑌𝑚,𝑖 = 𝜋0,𝑚 + 𝜋1,𝑚𝑍1,𝑖 + . . . + 𝜋𝑙,𝑚𝑍𝑙,𝑖 + 𝜋𝑙+1,𝑚𝑋1,𝑖 + . . .

+𝜋𝑙+𝑘,𝑚𝑋𝑘,𝑖 +𝑉𝑚,𝑖 .
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I Note that in general the exogenous regressors 𝑋’s can be
correlated with the endogenous regressors 𝑌 ’s and therefore
should be included in the first-stage equations.

I It is assumed that the exogenous regressors 𝑋’s and IVs 𝑍’s are
uncorrelated with the errors 𝑈 and 𝑉’s.
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The order condition for identification

I The necessary condition for identification is that for every
endogenous regressors 𝑌 we bring at least one exogenous
variable 𝑍 excluded from the structural equation:

𝑙 ≥ 𝑚.

I When 𝑙 = 𝑚, the system is exactly identified.
I When 𝑙 > 𝑚, the system is overidentified.
I When 𝑙 < 𝑚, the system is underidentified, and the estimation of

the structural coefficients 𝛾’s and 𝛽’s is impossible.
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2SLS estimation: the first stage

I Consider the first-stage equations:

𝑌1,𝑖 = 𝜋0,1 + 𝜋1,1𝑍1,𝑖 + . . . + 𝜋𝑙,1𝑍𝑙,𝑖

+𝜋𝑙+1,1𝑋1,𝑖 + . . . + 𝜋𝑙+𝑘,1𝑋𝑘,𝑖 +𝑉1,𝑖 ,
...

...
...

𝑌𝑚,𝑖 = 𝜋0,𝑚 + 𝜋1,𝑚𝑍1,𝑖 + . . . + 𝜋𝑙,𝑚𝑍𝑙,𝑖

+𝜋𝑙+1,𝑚𝑋1,𝑖 + . . . + 𝜋𝑙+𝑘,𝑚𝑋𝑘,𝑖 +𝑉𝑚,𝑖 .

I All right-hand side variables are exogenous.
I The first stage coefficients 𝜋’s can be estimated consistently by

OLS by regressing 𝑌 ’s against 𝑍’s and 𝑋’s.

10 / 15



I Let �̂�’s denote the OLS estimators of 𝜋.
I After estimating 𝜋’s, obtain the fitted (predicted) values for 𝑌 ’s:

𝑌1,𝑖 = �̂�0,1 + �̂�1,1𝑍1,𝑖 + . . . + �̂�𝑙,1𝑍𝑙,𝑖

+�̂�𝑙+1,1𝑋1,𝑖 + . . . + �̂�𝑙+𝑘,1𝑋𝑘,𝑖 ,
...

...
...

𝑌𝑚,𝑖 = �̂�0,𝑚 + �̂�1,𝑚𝑍1,𝑖 + . . . + �̂�𝑙,𝑚𝑍𝑙,𝑖

+�̂�𝑙+1,𝑚𝑋1,𝑖 + . . . + �̂�𝑙+𝑘,𝑚𝑋𝑘,𝑖 .

I 𝑌 ’s are functions of 𝑍’s and 𝑋’s (all exogenous) and
asymptotically uncorrelated with the errors.
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2SLS: the second stage

I In the second stage, regress (OLS) the dependent variable 𝑦

against a constant, 𝑋’s, and 𝑌 ’s obtained in the first stage:

𝑦𝑖 = �̂�2SLS
0 + �̂�2SLS

1 𝑋1,𝑖 + . . . + �̂�2SLS
𝑘

𝑋𝑘,𝑖 + 𝛽2SLS
1 𝑌1,𝑖 + . . . + 𝛽2SLS

𝑚 𝑌𝑚,𝑖 + �̂�𝑖 .

I One can show that the resulting 2SLS estimators
�̂�2SLS

0 , �̂�2SLS
1 , . . . , �̂�2SLS

𝑘
, 𝛽2SLS

1 , . . . , 𝛽2SLS
𝑚 are consistent and

asymptotically normal.
I When using the above steps to obtain the 2SLS estimates, the

standard errors reported from the second-stage OLS estimation
do not take into the account that 𝑌 ’s were constructed using �̂�’s
and not the true (unknown) 𝜋’s. Therefore, they are incorrect and
have to adjusted for the estimation error in the first stage.

I Most statistical packages have pre-programmed procedures that
report the estimation results for both stages and report the
corrected standard errors for the second stage.
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Stata
I In Stata, 2SLS estimator can be obtained using the command
ivregress 2sls. The command accepts the options robust
to compute heteroskedasticity robust standard errors and first
to report the first stage.
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I For comparison, the OLS estimates are below:
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